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Abstract

Several techniques for conducting studies o. measurement

integrity are explained and illustrated using a heuristic data set.

It is emphasized that validity and reliability are characteristics

of data, and do not inure to tests as such (Thompson, 1991, 1992).

An instrument found to produce valid, reliable data in one study

may not do so in a1tother because of phenomena external to the

instrument. Because of this, an investigation of measurement

integrity should be included as an important part of every study.

Failure to do so may result in reporting inaccurate findings which

wrongly influence a field.
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Measurement integrity is usually thought of in terms of

validity and reliability, both of which are important concepts in

the social sciences. Validity and reliability are attributes of

data, and not of measures, notwithstanding popular misconceptions

to the contrary (Thompson, 1991, 1992). These characteristics have

important implications for the confidence with which inferences can

be made in research.

Social science research often seeks to explore phenomena which

cannot be directly observed or measured. Therefore, researchers

assume that observable behaviors which can be measured are

manifestations of the unobservable phenomena of actual interest in

most research. This assumption must be tested. According to

Carmines and Zeller (1979), the extent to which useful inferences

can be made from data is dependent upon the relationship between

an observable behavior which is measured and an unobservable

phenomenon which cannot be measured. If the relationship is

strong, one has greater confidence in interpreting the data; if it

is weak, inaccurate and misleading conclusions are likely to

result.

Instruments such as questionnaires and tests are, themselves,

neither valid nor reliable, though these terms are often applied

to measuring instruments (Thompson, 1991) rather than to data.

Understanding the distinction is important. Misuse of an

instrument may produce invalid data. In such a case, the problem

would not be with the instrument, but with the application.

Similarly, an instrument may measure a concept differently with
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different populations and in different settings. If an instrument

is used under circumstances for which it was not designed, data are

likely to be unreliable (Nunnally, 1967). As a consequence, it

behooves the researcher to include tests of validity and

reliability in every study. The current paper discusses

measurement integrity in general, with emphasis on construct

validity and internal consistency reliability. Applications of

both are provided.

Overview of Validity and Reliability

Validity and reliability are not all-or-none propositions;

for both these are matters of degree (Nunnally, 1967). In general,

validity is the extent to which an instrument measures what it

purports to measure (Nunnally, 1967; Popham, 1990,. Reliability,

on the other hand, is concerned with the consistency of the

measurement in repeated applications (Kubiszyn & Borich, 1984;

Nunnally, 1967). The two concepts are closely related.

Reliability is a necessary, but insufficient, condition for

validity (Lyman, 1971; Popham, 1990). Hence, evidence of

reliability may be found when there is little evidence of validity;

the reverse, however, cannot occur.

Because there is always error in measurement, no instrument

produces data that are perfectly valid or reliable. Carmines and

Zeller (1979) note that two types of error affect empirical data,

random error and nonrandom error. Nonrandom error is systematic

and affects the validity of a measurement (Carmines & Zeller, 1979;
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Lyman, 1971). The greater the nonrandom error, the lower the

validity.

Conversely, random error is unsystematic, varying somewhat

with each measurement. Random error affects the reliability of a

measurement; the greater the random error, the less reliable the

measurement (Carmines & Zeller, 1979; Lyman, 1971). Random error

is largely attributable to differences in subjects. However,

sample size affects the degree of error present. As sample size

increases, error is minimized (Nunnally, 1967).

Although validity and reliability are related concepts, they

concern different aspects of measurement integrity. As might be

expected, the procedures for assessing them are different.

Therefore, each will he treated separately, with examples of

techniques for investigating construct validity and internal

consistency reliability provided.

Validity

Validity has been singled out by Lyman (1971) and Popham

(1990) as the most important attribute in measurement. An

instrument that does not measure what it is supposed to measure is

of limited use. Because many concepts of interest in education are

abstract and difficult to define, determining how to measure them

is problematic. As a result, an instrument may "look valid, but

measure something entirely different than what is intended"

(Kubiszyn & Borich, 1984, p. 236). For example, a test that is

supposed to measure intelligence, may measure guessing or
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achievement. Such an instrument would not be useful for making

inferences about a person's intellectual ability.

Nunnally (1967) maintains that "the degree to which it is

necessary and difficult to validate a measure of psychological

variables is proportional to the degree to which the variable is

concrete or abstract" (p. 84). Because many variables in the

social sciences are abstract, Nunnally (1967) cautions that most

instruments "should be kept under constant surveillance to see if

they are behaving as they should" (p. 75).

There are several forms of validity. Among these are

intrinsic, extrinsic, internal, external, divergent, convergent,

face, ecological, content, criterion-related (both predictive and

concurrent), and construct validity. The present paper will focus

on content validity, criterion-related validity, and construct

validity. The latter will also be demonstrated with examples.

Content validity concerns the extent to which the items on an

instrument "are representative of some defined universe or domain

of content" (American Psychological Association [APA], 1985, p.

10). Although establishing content validity involves the judgment

of experts, rigorous steps are involved. First, literature is

reviewed so that the universe of content applicable to the domain

of interest can be specified (Carmines & Zeller, 1979). Second,

items are produced which ensure both that the domain is adequately

sampled and that, collectively, the items are representative of the

important aspects of the domain (Popham, 1990). Third, the best

items are selected. Review by experts can occur with each of these
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steps or at the conclusion when the final product has been produced

(Popham, 1990).

Despite this demanding process, there is an "absence of...

generally accepted procedures for assembling content-related

evidence of validity" (Popham, 1990, p. 99), which has led some

psychometricians to reject the concept altogether (Carmines &

Zeller, 1979). Nonetheless, content validity is important,

particularly in testing. Popham (1990) suggests that "when

documenting the role of...experts in identifying the content for

(an instrument], ...developers should indicate how many experts

were selected from what sort of original list of invitees, how many

opportunities those experts had to review the proposed content...,

what proportion of the experts supported each content

category...and so on" (p. 101, his emphasis).

A second commonly used validation method is criterion-related

validity. Criterion-related validity is important when an

instrument is being used to estimate a target behavior (the

criterion) that is external to the instrument, such as when SAT

scores are used to estimate success in college. There are two

types of criterion-related validity, predictive and concurrent.

The distinction between the two has to do with when the collection

of data for the criterion variable occurs. For example, if scores

on a test that is supposed to estimate success in school were

correlated with examinees' grade point average (the criterion) at

the time the test was administered, then evidence of concurrent

validity would be obtained. If, however, the test were to estimate
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future performance and scores were correlated with data obtained

at the future point, then predictive validity would be at issue.

The SAT example above is a case in point. Carmines and Zeller

(1979), Guilford (1954), and Popham (1990) all caution that when

trying to establish criterion-related validity, the selection of

an appropriate criterion is important

Evidence of criterion-related validity rests not with the

judgment of experts, as was the case with content validity, but is

obtained statistically through correlational procedures. The

resulting validity coefficient ranges from .00 to 1.0 and

represents the degree of relationship between the instrument and

the criterion variable. The stronger the correlation, the stronger

the evidence of criterion-related validity. Because complexity is

inherent in both the instrument and the criterion variable, a high

degree of correspondence between the two is precluded. Nunnally

(1967) notes that only a modest correlation (r=.40 or r=.50) should

be expected in many situations.

A third important form of validity is construct validity. A

construct is a "theoretical construction about the nature of human

behavior" (APA, 1985). Kubiszyn and Borich (1984) note that

construct validity has been substantiated if there is

correspondence with theory. Carmines and Zeller (1978) elaborate,

describing construct validity as "concerned with the extent to

which a particular measure relates to other measures consistent

with theoretically derived hypotheses concerning the concepts (or

constructs) that are being measured" (p. 23).
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As Nunnally (1967) describes it, "a variable is literally a

construct... [if] it is something that the scientist puts together

from his own imagination, something that does not exist as an

isolated, observable dimension of behavior" (p. 85). The speed of

a runner, for example, is directly observable and measurable; speed

is not theoretical and is not a construct. The runner's 'will to

win,' however, is not directly observable or measurable; it is

theoretical and is a construct. Other examples of constructs are

intelligence, reading readiness, stress, love, creativity, and so

on.

Several techniques can be used for measuring construct

validity. Among these are Pearson correlation (Carmines & Zeller,

1979; Popham, 1990); canonical correlation (c.f., Halpin, Ralph,

& Halpin, 1987; Sapp, Buckhalt, & Mitchell, 1985), and factor

analytic procedures (Nunnally, 1967; see also, Thompson & Borrello,

1986; Tucker, 1990). Nunnally (1967) emphasizes that factor

analysis is particularly important to establishing construct

validity.

Because there are not criteria, nor a domain of content

against which to test for construct validity, theoretical

predictions must be developed that "lead directly to empirical

tests involving measures of the [construct]" (Carmines & Zeller,

1979, p. 23). For example, one might theorize that individuals

suffering from feelings of alienation would also be social

isolates. To test for construct validity, a measure of alienation

might be correlated with a measure of social isolation.

10
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Carmines and Zeiler (1979) describe three steps in construct

validation.

First, the theoretical relationship between the concepts

themselves must be specified. Second, the empirical

relationship between the measures of the concepts must

be examined. Finally, the empirical evidence must be

interpreted in terms of how it clarifies the construct

validity of the particular measure. (p. 23)

If results of a validation study are negative, four possible

causes should be explored (Carmines & Zeller, 1979, p. 25). First,

it is possible that the instrument does not measure the phenomenon

of interest and the researcher must return to the drawing board.

Second, assumptions about the theoretically related variable may

be incorrect. The 'related' variable may, in fact, not be related

as predicted. Third, if the assumptions about the related variable

are correct, the measurement of that variable may be problematic.

And, fourth, the statistical procedures used to test the hypothesis

of construct validity may have been improperly used.

Construct validation is complicated and may not yield

satisfactory answers. According to Nunnally (1967), even after a

meticulous investigation, "it is not possible to prove that any

collection of observable [variables] measures a construct" (p. 97).

Carmines and Zeller (1979) support this contention, warning that

a single supporting study does not assure construct validity;

rather, such evidence must be consistently found by numerous

researchers across numerous studies.
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An example of construct validation is provided using data from

a study of teachers' participation in decision making (Taylor,

1991). The sample consisted of 637 regular education teachers who

returned a questionnaire on decisional participation developed by

Bacharach, Bauer, and Shedd (1986). The data were analyzed using

principal components analysis in which the extracted structure was

rotated to the varimax criterion. Four factors with associated

eigenvalues greater than one prior to rotation (Thompson, 1989)

were extracted. These factors included (a) an associated

technology dimension, which involved decisions indirectly related

to students and teacher, such as testing policies and teacher

evaluation; (b) a managerial domain, tapping decisions that were

rather remote from the classroom, such as facilities design; (c)

a core technology II area that included matters related to

textbooks; and (d) a core technology I dimension involving issues

of what and how to teach. All questionnaire items had structure

coefficients greater than .35 on at least one factor. Table 1

presents the items and their factor structure coefficients.

INSERT TABLE 1 ABOUT HERE.

The construct validity of the data was explored using a

technique demonstrated by Thompson and Pitts (1981/82) and Thompson

and Borrello (1986). Based on a program developed by Veldman

(1967), the procedure determines "how closely obtained factors

correspond with theoretically expected factors" (Thompson &

1_2
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Borrello, 1986, p. 748). Thompson and Pitts (1981/82) explain the

procedure.

The calculated factors can be rotated to a position of

"best fit" with a theoretically derived target matrix.

The target matrix delineates how many factors are

expected and the expected correlation between each item

and each factor. The cosines of the angles between the

hypothetical and the actual measures can be interpreted

as validity (or correlation) coefficients. (p. 101)

The theoretically derived matrix for the present paper was

established using related previous factor analytic work by

Bacharach, Bamberger, Conley and Bauer (1990) in a study involving

1,531 teachers. Bacharach et al. also extracted four factors from

the decisional participation questionnaire using a principal

components analysis with a varimax rotation. The theoretically

derived matrix for the current study consisted of is and Os to

reflect the structure matrix obtained in the Bacharach et al.

(1990) study. Where an item in the Bacharach et al. (1990) study

had a structure coefficient of at least .30 on a factor, it was

assigned a theoretical structure coefficient of 1 in the target

matrix, suggesting a perfect relationship with the factor, and a

structure coefficient of 0 for the other three factors, suggesting

no relationship with those factors. The second matrix was

comprised of the rotated structure coefficients from the Taylor

(1991) study.
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Veldman's (1967) program takes two sets of orthogonal (or

uncorrelated) factors, rotates them to "best fit" with each other,

and computes cosines of the angles between the actual and

theoretical matrices (Tucker, 1990). Because the factors are

standardized to unit length, these cosines are also correlation

coefficients (Gorsuch, 1983, pp. 62 66), and in this application

can be thought of as validity coefficients.

Before the cosines among the factor axes are examined,

however, relationships between the variables in the two sets must

be considered (Gorsuch, 1983). According to Gorsuch (1983, p. 284)

"if the mean cosine is low, it is not possible to relate factors

because the relationships among the variables are different."

Thompson and Pitts (1981/82) advise that "an item should have a

cosine of roughly .80 or higher to be considered acceptable" (p.

103). Cosines among the variables in the current study fall

between .52 and .95. Seven of the variables fail to meet the

standard. The mean cosine of .81 is also somewhat low, but is

strong enough to warrant further examination of results. The

actual and theoretical matrices, and the cosines among the

variables are presented in Table 2.

INSERT TABLE 2 ABOUT HERE.

Cosines between the actual and theoretical factors were .97,

.89, .88, and .76, respectively, for factors one through four.

The first three of these are in the acceptable range, thus

providing evidence of construct validity; however, the cosine for
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factor four is below .80, suggesting that the factor is not an

appropriate measure of teacher participation in decision making.

Establishing validity in a study indicates that-evidence of

reliability will also be found, since reliability is a'necesiary

condition of validity. Three approaches to investigating

reliability are presented below along with two examples of

procedures for determining internal consistency reliability.

Reliability'-

Reliability was defined earlier as the consistency with4hich

an instrument measures a variable in repeated applications.'' As

noted, there are three general types of reliability. One type

considers stability with repeated applications overtime. A,second

approach compares different forms of an instrument. The third

method "focuses on the consistency of [an instrument's] internal

elements, namely, its...items" (Popham, 1990). All forms of

reliability are based on correlational procedures and produce a

reliability coefficient that ranges from .00 to 1.0.

It is generally held that reliability can be improved by

increasing the number of items on an instrument. For example,

Nunnally (1967) provides a discussion and formula for determining

the number of items estimated to be needed to obtain a desired

reliability. In the case of internal consistency reliability,

however, Carmines and Zeller (1979) caution that because the

reliability estimate is based on interitem correlations, increasing

instrument length will improve the estimate only if the additional

items do not diminish the average interitem correlation.
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The first approach to reliability, the test-retest method, is

used to determine if an instrument produces stable results in

repeated administrations. The test-retest approach is conceptually

simple, though it can be expensive and difficult to carry out in

a practical sense. To assess test-retest reliability, an

instrument is administered to a sample of subjects; a period of

time is allowed to elapse, roughly two to four weeks; and the

instrument is readministered to the same sample of subjects or to

a subsample of the subjects. Scores from the two administrations

are correlated. The average correlation among the items is the

estimate of reliability.

Aside from the practical constraints to this approach, a

measurement problem exists also. The prior experience of subjects

with the test will influence the results of the second

administration (Carmines & Zeller, 1979). If a greater amount of

time is allowed to transpire to minimize this concern, problems of

maturation and history will affect the results. Other forms of

reliability are more useful.

A second type of reliability is called equivalent, or

parallel, forms. Often in testing situations, it is necessary to

have several forms of an instrument. For example, admission tests

such as the GRE or the ACT may be taken more than once by

prospective students trying to improve their scores. Equivalent

forms of the test are needed so that memory of items from previous

testing does not bias the results. Similar to the procedure

described above, gathering evidence in a study of equivalent forms

1C
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reliability involves administering a test to a group of subjects,

allowing two to three weeks to elapse before the equivalent form

of the test is administered, and correlating the scores from the

two forms. Again, the correlation between the two is the

reliability coefficient.

Another approach to reliability to examine the internal

consistency of an instrument. Internal consistency is based on

the "average correlation among items within a test" (Nunnally,

1967). Nunnally suggests that if the internal consistency of a

new instrument is low, the instrument should be reconsidered.

Internal consistency can be determined several ways. If an

instrument is to be dichotomously scored, for example, responses

are scored as right or wrong, either of two Kuder-Richardson

formulas are appropriate, KR20 and KR21. The KR20 formula, though

computationally much simpler, is somewhat less accurate. Popham

(1990) maintains that any loss in accuracy is more than offset by

ease gained in computation. With computer access, however, any

problem with difficult computations disappears. Popham also notes

that the Kuder-Richardson formulas "can be thought of as

representing the average correlation obtained from all possible

split-half reliability estimates" (p. 133).

Split-half reliability estimates also fall within the internal

consistency family. Split-half reliability estimates are derived

by splitting the items on an instrument into two parts and

correlating scores on both the parts. Because the resulting

correlation is actually the reliability for each half of the

1 7
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instrument, a correction is needed which can be made using the

Spearman-Brown prophecy formula (Carmines & Zeller, 1979).

A liability of this method is that the correlation between

the two halves will differ somewhat depending on which items

compose each half. Obtaining different correlations in a test of

reliability means, by definition, that different reliability

coefficients will be obtained. Differences in resulting

coefficients were explored using tie decisional participation

questionnaire.

Items were first split odd-even. The split-half reliability

estimate after the Spearman-Brown correction was a high .94. When

the items were split 50-50, so that items 1 - 10 were in one half

and items 11 19 in the other half, the reliability coefficient

dropped to .81, still respectable, but much lower than previously

obtained.

There are numerous ways to apportion items to compute a split-

halves reliability estimate. Carmines and Zeller (1979) note that

for "a 10-item scale, there are 125 different possible splits" (p.

43), many of which will yield slightly to substantially different

reliability coefficients.

Cronbach's alpha, also referred to as coefficient alpha, is

one of the most widely used measures of internal consistency. When

items are scored dichotomously, alpha is equivalent to the KR21

result, but alpha can also be computed for nondichotomously-scored

items. The computations are based on the number of items and the

mean interitem correlation. Therefore, the value of alpha can be
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increased by increasing the number of items (although there is a

point of diminishing returns with this approach) and/or by

increasing the intercorrelations among the items. Increasing items

will not improve alpha, however, if the additional items decrease

the interitem correlation (Carmines & Zeller, 1979).

Coefficient alpha was computed for the decisional

participation instrument and for each of the four factors. For

the total scale, alpha was .90; for each factor alpha was .84, .78,

.89 and .66, respectively. Although these coefficients are

sufficiently strong to warrant some confidence in the reliability

of the data, the .66 estimate for factor four is borderline. It

will be remembered this same factor was not found to be a valid

measure of participation in the validation study. Clearly, there

is a measurement integrity problem with the fourth factor.

Summary

Several techniques for conducting studies of measurement

integrity lave been explained. Examples and interpretations of

measures of construct validity and internal consistency reliability

have been provided. From these examples, it is obvious that

establishing measurement integrity is wrought with the same

difficulties as other aspects of statistical analysis and

interpretation.

It should be reiterated in closing that validity and

reliability refer to characteristics of data, and do not inure to

tests as such (Thompson, 1991, 1992). An instrument found to

produce valid, reliable data in one study may not do so in another

1J
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because of phenomena external to the instrument. Therefore, an

investigation of measurement integrity should be included as an

important part of every study. Failure to do so may result in

reporting inaccurate findings which wrongly tnfluence a field.

2
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Table 2

Matrices for Testing Construct Validity

Item

Matrix A Matrix B

Cosines
Theoretically
derived target

Actual structure
coefficients

1 0 0 0 1 .03 .63 .03 .27 .69
2 0 0 0 1 .11 .42 .17 .48 .70
3 1 0 0 0 .42 .22 .02 .23 .90
4 1 0 0 0 .34 .38 .07 .20 .73
5 0 0 1 0 .46 .48 .17 .13 .60
6 0 0 1 0 .29 .76 .17 -.04 .88
7 0 0 1 0 .26 .76 .20 -.07 .90
8 0 0 1 0 .24 .66 -.00 .06 .80
9 1 0 0 0 .53 .30 .10 .1.4 .89

10 1 0 0 0 .70 .28 .15 -.05 .89
11 1 0 0 0 .75 .18 .15 -.03 .92
12 1 0 0 0 .65 .12 .13 .29 .94
13 1 0 0 0 .66 .09 .06 .33 .95
14 1 0 0 0 .77 .15 .17 .13 .95
15 0 1 0 0 .28 .02 .16 .77 .60
16 0 1 0 0 .11 .07 .19 .79 .65
17 0 1 0 0 .22 .14 .87 .21 .92
18 0 1 0 0 .15 .12 .87 .27 .96
19 0 1 0 0 .44 .33 .43 .01 .52
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